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Introduction to Software Architectural Styles

Software architectural styles are patterns or frameworks that have been developed as ‘general solutions’ to common problems that arise in the software development process. They generally specify or define the components and connectors that compose a solution and their relations – usually a high-level specification of the structure of a program.

Message Bus Architecture

The message bus architecture is a message oriented middleware approach to centralizing communication within an application (or between a series of them). Analogous to the hardware bus architecture used to link physical computer resources, the message bus offers routing and message passing support between software systems or subsystems. It is loosely coupled to the components which utilize it, as it operates independent of their implementation so long as they match the interface [22].

The message bus is very much tied to its message passing mechanism. The two topic-based forms of the publish and subscribe architecture – list and broadcast – lend themselves very well to the message bus architecture [21]. List-based pub/sub keeps subscription information on the bus – it maintains a list of subscribers for each topic, and whenever a message is passed to the bus, the bus will copy and send the message to every subscriber of the message topic. Broadcast-based, on the other hand, sees the subscriptions stored on the node side of the relationship. A message sent to the bus is forwarded indiscriminately to ALL connected nodes, and messages of unwanted topics are simply filtered out and ignored by the recipient applications [23].

Service oriented architecture lends itself very well to utilizing a message bus architecture – facilitating the subscription of service providers to service requesters [24]. By providing a service registry and repository, the message bus can permit numerous and highly varied services to serve each other without needing extensive connection logic in the respective service applications.

Pros:

**Improved Modifiability** [21] – Applications added to or removed from the system no longer affect any other components; so long as they follow the message bus specifications integration with other components is seamless. New messages can be added without breaking old ones. Objects of any type can be encapsulated and delivered via the bus [22].
**Reduced Complexity** [21] – Message senders now only interact with the bus instead of all message recipients; likewise, the message recipients need only interact with the bus instead of all senders.

**Improved Performance** [21] – With all routing and message passing handled by the bus, performance is bound to bus capacity and throughput and freed from the constraints of potentially haphazard message passing protocols.

**Improved Scalability** [21] – Adding additional services or applications to the bus is an $O(1)$ operation, limited only by the capacity of the implemented bus.

**Cons:**

**Increased Complexity** [21] – Integration becomes more complex with a message bus because all components accessing the bus must be shaped to fit its integration. Additionally, it is a shared resource and must address concurrency and queuing concerns.

**Lowered Modifiability** [21] – Changes to the bus interface must maintain backwards compatibility, or every component that utilizes the bus will have to be updated in order to support the new interface.

**Lowered Security** [21] – A broadcast based message bus offers no privacy without some form of encryption, as messages are delivered indiscriminately to all connected nodes. [23]

**Low Downtown Tolerance** [21] – The bus becomes a single point of failure for all communication across the application(s). Logic is not necessarily implemented for applications to manage their own messages while the bus is out of service, which can lead to message loss and failures of data integrity.

**Example – D-Bus**

D-Bus is an open source, unix-based tool for interprocess communication (IPC) that utilizes the message bus architecture. It consists primarily of: [19]

- The libdbus library, which facilitates the message scheme and one-to-one communication
- The message bus daemon, which can connect to many simultaneous applications and provides routing
- Bindings to facilitate a wider variety of frameworks and systems
In particular, D-Bus was designed to address communication between applications in the same desktop session, and between a desktop session and the operating system. D-Bus uses both the call-and-return and event-based varieties of message passing [19] between applications to facilitate these concerns.

Client / Server Architecture

Client-server architecture is one of the two prevailing models for network programming, the other being peer-to-peer. Almost every application that requires some sort of communication between clients uses one of these two architectures. In the client-server architecture, each entity on the network assumes the role of either a client or a server. Servers are powerful computers or processes dedicated to managing a set of resources ([17], page 18). They are ideally active at all times to service requests made by clients in order to provide a set of resources or functionalities. Servers can service many clients at a time and regulate their access ([18], page 261). A client is a single user host system such as a PC or workstation with user applications that initiate contact with the server in order to make use of its resources ([17], page 10). These resources can include data, CPU’s, printers, and data storage devices. Clients never communicate directly with each other; they are only capable of indirect communication through the server. Clients and servers are located physically on different computer systems and require remote access to communicate ([18], page 261). Clients and servers are loosely coupled systems that communicate through a message-passing mechanism. Ideally client-server software is independent of hardware or operating system platforms.

Client-server architectures can be classified into many different types, including 2-tier, 3-tier, fat client, thin client, etc. The n-tier architecture is a model in which presentation, application processing, and data management functions are logically separated. Fat client refers to clients that run nearly everything involved with the client-server architecture. The client is responsible for a lot of the computations and processes that are needed to perform a particular task while the server is responsible for very little. In contrast, there is a thin client in which the server is responsible for a vast majority of the work and the client has very little responsibility ([18], page 262-265).

Pros ([13])

- **Centralization of data**: All data is on a single server, simplifying the organization and management of data. This also makes it easier to backup data as well as modifying/editing ([17], page 12).
- **Security**: Requests made by clients can be monitored and logged. Validation can be enforced with requests to ensure that only those clients with valid credentials can have access to specific services.

Cons ([13])

- **Congestion**: If an increasing number of clients wish to communicate with the server, this will increase the server’s workload, thus reducing network speeds.
- **Cost**: Cost of setup and maintenance are generally high.
- **Not Robust**: If the server fails, the clients will no longer be able to function. Clients will not be able to interact at all until the server is restored.
Example – Microsoft SQL Server

An example of a real work application that makes use of the client-server architecture is Microsoft’s SQL server. As the name suggests, SQL server is a database application in which the database resides on a server. The server is a relatively large computer in a centralized location. Clients can connect to the server and make requests for data using a number of different applications. Having the database centralized on a server makes it much easier to maintain an up to date collection of data. Clients do not need to continually update local copies of the database to ensure consistency. SQL server provides security options as well, requiring authentication to access the database or to make changes to the data if enabled ([14], page 1-5).

Object-Oriented Architecture

The object-oriented architecture style is a set of design principles in software development that focuses on breaking down a system into individual and reusable components, or objects. Objects typically consist of data fields (ie. attributes) and procedures (ie. methods). Objects are usually instances of classes, and a program can be considered to be a collection of objects interacting with each other. This is in contrast to the more conventional procedural programming, where a program is more like a list of subroutines. Objects are separate, independent entities that are loosely coupled. They communicate with one another through interfaces, method calls, and sending and receiving messages.

Fundamental Features ([1], Object-Oriented Architecture Style)

- **Inheritance**: Objects can inherit the characteristics of other objects. This means an object can inherit the functionality of another base object, and even override that functionality’s behaviour. Changes to a base object are also propagated down to lower objects.
- **Encapsulation**: The internals of an object can be hidden from others so that only that object can manipulate its own state and variables. This protects the integrity of the object and prevents users from setting the internal data of that component to an invalid or inconsistent state.
- **Abstraction**: Abstraction refers to breaking down a system into logical components that can perform some sort of work and communicate with other objects in meaningful ways. It can help reduce complexity.
- **Polymorphism**: Polymorphism refers to giving an object multiple forms. It allows you to make changes to a base object and extend it to different types, while still keeping the base object interchangeable with its other forms.
Pros ([1], Object-Oriented Architectural Style)

- Reusable
- Extensible
- More closely related to how we view world objects
- Increased cohesion
- Easier testing through encapsulation

Cons

- Strong coupling between superclasses and subclasses. Swapping out superclasses can often break subclasses.
- Not all problems can necessarily be broken down into clearly defined objects.
- Not necessarily appropriate for smaller, less complex projects.

Example – Cocoa [20, Model-View-Controller]

A good example of a practical application of object-oriented programming (OOP) is Apple’s native API, Cocoa. Cocoa is implemented in Objective-C, an object-oriented programming language. Cocoa also greatly emphasizes the Model-View-Controller (MVC) architecture pattern, which is strongly tied to the object-oriented paradigm.

As the name suggests, in MVC there are three main objects: Model, View, and Controller. The Model consists of the application data and logic, and the View requests information from the Model and displays it as some visual representation (ie. GUI). The Controller acts as an intermediary object and passes information between the Model and the View. Each object is independent from the others, which gives the system a lot of flexibility and makes the components highly reusable, which is one of OOP’s biggest advantages. Changes to one component do not necessitate changes to another. A simple example would be using different GUIs for the same system. In this case you could reuse the same Model and Controller, and only have to make changes to the View, saving a lot of time and effort. Virtually all the apps developed for Apple’s app stores strongly adhere to this idea of modularity and reusability.

Layered Architecture

The Layered Architecture Style is focused around dividing software functionality into distinct layers that interact vertically. It is dependent on message passing between layers and clearly
defined functional layers. Each layer can only send or receive messages to the layer directly above or below it.

Pros ([1], Layered Architectural Style)

- **Abstraction**: Layered architecture abstracts the view of the system as whole while providing enough detail to understand the roles and responsibilities of individual layers and the relationship between them.
- **Encapsulation**: No assumptions need to be made about data types, methods and properties, or implementation during design, as these features are not exposed at layer boundaries.
- **Clearly defined functional layers**: The separation between functionality in each layer is clear.
- **Upper layers such as the presentation layer send commands to lower layers, such as the business and data layers, and may react to events in these layers, allowing data to flow both up and down between the layers.**
- **High cohesion**: Well-defined responsibility boundaries for each layer, and ensuring that each layer contains functionality directly related to the tasks of that layer, will help to maximize cohesion within the layer.
- **Reusable**: Lower layers have no dependencies on higher layers, potentially allowing them to be reusable in other scenarios.
- **Loose coupling**: Communication between layers is based on abstraction and events to provide loose coupling between layers.
- **Design Pattern Support**: The layered architecture is supported by many software design patterns including MVC and other Separated Presentation patterns.

Cons

The only major disadvantage involved in layered architecture involve difficulties structuring systems as layered systems. Specifically, restricting communication to adjacent layers, and keeping coupling between layers reduced. ([2], page 12) If software systems can be successfully designed as layered systems, there are no disadvantages.

Example

An example of a layered software system is this process control for chemical production processes. The left side represents the software side, and the right represents the hardware side.
• **Level 1**: Process measurement and control: direct adjustment of final control elements.
• **Level 2**: Process supervision: operations console for monitoring and controlling Level 1.
• **Level 3**: Process management: computer-based plant automation, including management reports, optimization strategies, and guidance to operations console.
• **Levels 4 and 5**: Plant and corporate management: higher-level functions such as cost accounting, inventory control, and order processing/scheduling.

([2], page 28-29)
N-Tier Architecture

N-Tier architectural style is the separation of the functionality of software into different tiers. Each tier can be located on a separate physical computer. These systems are component-oriented, and usually use platform specific communication methods instead of message passing. Each tier in the system is completely independent from all tiers except those immediately above and below it. Communication between the tiers is not synchronous because this allows the addition or removal of tiers. ([1], N-Tier/3-Tier Architectural Style)

The N-Tier architectural style may also be known as the 3-Tier architectural style because in its most common incarnation there are three tiers, each located on a separate server. ([1], N-Tier/3-Tier Architectural Style) This architectural style has close ties to the Layered architectural style, and they may be used at the same time in which case a tier may host a particular layer. The N-Tier architectural style is used if the layer in question requires an amount of resources that could lead to decreased performance of other components of the system if it were to be run on the same machine. It is also used if a layer needs access to sensitive information which is not needed in other layers, as it allows the data to be stored in a place where no other layers can possibly access it. ([3], The N-Tier Model)

Pros ([1], N-Tier/3-Tier Architectural Style)

- **Maintainability**
  Each tier is independent of the other tiers, which allows changes and patches to be performed on a part of the system without affecting the application as a whole. Maintainability is an extremely important consideration in any software project, so this is a large benefit.
- **Scalability**
  Because tiers are designed based on the application’s layers, scaling tiers is a simple process. The n-tier system is modular, allowing for easy scaling. This is another important benefit.
- **Flexibility**
  Since each tier is mostly independent, they can be managed or changed independently, allowing for a flexible application.
- **Availability**
  Since a tier is responsible for one component, it is easy for the application to increase the amount of a certain component, allowing higher availability.
Cons ([4], Goals of a Good N-Tier Application)

- **Bloat**
  Since communication between tiers is needed and they are on different machines, programs can become much larger than they otherwise would be.

- **Inflexibility**
  Although in most cases the use of the N-Tier architectural style increases flexibility, there are some instances in which having to communicate between multiple layers necessitates data be accessed in a specific way which might not be what is wanted.

Example – Oracle Discoverer Tool ([5], 1.2.1)

A real example of an N-Tier application can be found in Oracle’s Discoverer tool. It is an application for analyzing data in a database and as show below it is a 3-tiered application.

![Three tier architecture of Discoverer Plus](image)

([5], Figure 1-1 Three tier architecture of Discoverer Plus)
Component Based Architecture

Component Based Architecture (CBA) is an architecture that focuses on decomposing software designs into functional or logical components with their own methods, events and properties. The components are loosely coupled and reusable to provide modular programs that can be tailored to fit any need. As such the CBA can provide a level of abstraction higher than that of Object Oriented Programming Architecture (OOPA) and does not focus on issues such as communication protocols and shared state.

Components:

A component can be any software package, web service or module that encapsulates a related set of functions or data ([6], Software Component Architecture). The idea is to have the component fully encapsulated to the point that one can make full use of said component without requiring knowledge of its implementation. It provides this functionality to the rest of the system by use of a provided interface. A provided interface specifies what a component can provide to other components in the system. An example of this are user-interface components such as buttons and grids. The button can provide a related set of functionality such as event-on-mouse-click, event-on-mouse-hover, etc. It does this without the user needing to know how exactly a button functions.

The idea of all this is to develop the software components to the point of being independent or loosely coupled with other components in the system. In an ideal scenario the only thing a component should require to operate is a system mechanism that provides an environment in which the component(s) can execute. While this ideal, it is not always possible and as such components can depend on other components to execute by adopting a used interface. A used interface specifies what a components needs to operate.

Pros ([7], What are the advantages and disadvantages of plug-in based architecture?)

• **Ease of deployment.** As new compatible versions become available, you can replace existing versions with no impact on the other components or the system as a whole.
• **Reduced cost.** The use of third-party components allows you to spread the cost of development and maintenance.
• **Ease of development.** Components implement well-known interfaces to provide defined functionality, allowing development without impacting other parts of the system.

• **Reusable.** The use of reusable components means that they can be used to spread the development and maintenance cost across several applications or systems.

• **Mitigation of technical complexity.** Components mitigate complexity through the use of a component container and its services. Example component services include component activation, lifetime management, method queuing, eventing, and transactions.

**Cons**

• **Message Handling** needs to be predefined for the components. Possibility it could be a limiting factor.

• **Reliance on Third Parties.** If your components come from a third party of some sort then you will be at their mercy for updates and changes to the component.

• **Complexity.** While it is designed to reduce complexity of systems it introduces a different type of complexity in terms of component-to-component interactions. Ex. some problems may only surface with certain combinations of components.

• **Testing.** Can be difficult if the component doesn’t come with it’s own execution environment. (More of a third party component problem)

• **Second System Syndrome.** Depending on how complex the components themselves are you can end up with a platform within a platform within a platform type problem.

**Example – Gaming**

Then and Now:

Doom and Quake. You know these names. I know you do. Back in the day you weren’t a person unless you had experienced the majesty that is Doom and Quake. While not being known for having a lot of “content depth” but they were known for having many things to kill. They were however known for being at the very forefront of game programming technology. Adaptive tile refresh, raycasting, binary space partitioning (which *Doom* became the first game to use), and surface caching (which was invented for *Quake*) were all programming techniques that were either first pioneered or even invented for these games. Both games were even programmed in Objective-C ([8], Why Objective-C is Cool) which was a language that nobody else was using at the time (everything else was C/C++ or some sort of ASM). These games were paragons of their kind

Flash forward to today’s gaming era and we find we are in a very different place. Games are now massive, extremely resource intensive programs. They can measure on the
scale of 25GB for a single title and can offer a seemingly endless pit of content, depth and even more things to kill. Suffice it to say games today are complex. Very complex. And therein is our problem. A lot of the OO programming techniques used by games back in the day are no longer feasible anymore. The biggest of these offenders is Inheritance Based Programming ([9], Prefer Composition over Inheritance [Online]).

Inheritance Based Programming:

What is IBP? Well it’s like this. Let’s say you have a chest object in a game. The chest is, let’s say, a derived class of a Container which is a derived class of a Generic Game Object.

![Diagram]

This is pretty straightforward and would have yielded a perfectly good chest to use and back in the day this would have been awesome. Not today. Today gamers will not be satisfied with a simple chest that simply opens and closes all simple chest like. No, they want that chest to attack them or follow them around like a sidekick making witty remarks every now and again. The problem is that none of the objects in our chest hierarchy have any functions, methods or parameters for making the chest an entity or movable. So we need to add it by attaching another hierarchy.
So now we have a chest with multiple inheritance so it can be a chest that moves. Simple on paper, very hard to implement, and impossible to debug (handcrafting). So how do we fix this?

CBA to the Rescue:

We can fix it with a proper application of CBA. If we use CBA we can alleviate by adding proper concessions into the Generic Game Object class ([10], Component Based Game Architecture) to accept new components to let the chest move without requiring multiple inheritance. This lets us in essence create a very complex game without using very complex methods. The game engine itself becomes easier to manage because it was built with our loosely coupled, modular parts.

**Conclusion**

As discussed above, there are many architecture styles that can be used when designing software. The type of architecture that is best for a given program depends on the type of software that is being developed and the style that developers are most confident in using.
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